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Given a set of 𝑛 distinct items 𝑆 = {𝑥1, … , 𝑥𝑛}, in which each item 𝑥𝑖  has an 
associated probability 𝑝 𝑥𝑖 , a query for the subset sampling problem returns a 
subset 𝑇 ⊆ 𝑆, such that every 𝑥𝑖  is independently included in 𝑇  w.p.  𝑝(𝑥𝑖). 

Best-known Result: 
• query time: O 1 + 𝜇
• update time: O 1

(insert/deletion events)

• space complexity: O(n)
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𝛼, 𝛽 are input parameters, 
and can be given on-the-
fly. 

Our contributions in the Word RAM model: 
• query time: O 1 + 𝜇  in expectation
• update time (insert/delete): O 1  worst case
• space complexity: 𝑂(𝑛) words for worst-case at all times
• preprocessing time: 𝑂(𝑛) worst-case

➢ 𝑤𝑖: non-negative integer weights

Problem Overview
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➢ Obtain a row for sampling! 
➢ Just uniformly select an entry and 

return the subset as the sample 
result
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➢ The sampling  probabilities of subsets

➢Organize items into power-of-two buckets:
◆ Bucket 𝐵(𝑖) contains items with weights in 2𝑖 , 2𝑖+1

➢For each non-empty bucket 𝐵(𝑖):
◆ Sample potential items using upper-bound probability 𝑝′𝑥 = min 1,

2𝑖+1

𝑊𝑆 𝛼,𝛽

◆ Accept each potential item 𝑥 with probability 𝑝𝑥

𝑝′𝑥

➢Query time: 𝑂(𝑏 + 𝜇), where 𝑏 is the number of non-empty buckets

𝑚 elements multiples of 1

𝑚

Techniques

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7

ℎ = 2

𝑖 = 3

Sample this!

𝑖~𝐺𝑒𝑜(𝑝′𝑥)

➢Our solution: Partition the buckets into groups!

➢ Handling Significant Groups
◆ Step 1: Find the potential buckets, those containing at least one potential item:

• This is another subset sampling problem! Recursion!
• After three times recursion, the problem size is 𝑂(log log log 𝑛).
• Small enough to be solved in a pre-computed look-up table.

◆ Step 2: Sample from the potential buckets:
• How to find first potential item index 𝑘 from a potential bucket?
• This is a conditional probability problem!
• It follows the Truncated Geometric Distribution.
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Bucketing-Based Algorithm: A Warm-Up Subset Sampling

Parameterized Subset Sampling

Key idea: Avoid touching all buckets!

Look-up Table Trick Overview
➢ Generating geometric variates: Let 𝑝 ∈ (0,1) be a rational number which 

can be represented by a 𝑂(1)-word integer nominator and 𝑂(1)-word 

integer denominator. We can generate the following random variates in 

𝑶(𝟏) expected time with 𝑶(𝒏) worst-case space.  

• Bernoulli(p) [Bringmann & Friedrich, 2013]

• Bernoulli
1− 1−𝑝 𝑛

𝑝𝑛
 (new by us)

• Bound Geometric BG(𝑝, 𝑛): Pr BG 𝑝, 𝑛 = 𝑖 =

• Truncated Geometric TG(𝑝, 𝑛) (new by us): Pr TG 𝑝, 𝑛 = 𝑖 =
𝑝 1−𝑝 𝑖−1

1− 1−𝑝 𝑛

1 − 𝑝 𝑛−1,  𝑖 = 𝑛 [Bringmann & Friedrich, 2013]

𝑝 1 − 𝑝 𝑖−1, 𝑖 ∈ [1, 𝑛)

➢ Hardness result: 

• Integer Sorting can be reduced to the deletion-only Dynamic Parameterized 

Subset Sampling (DPSS) with float weights. 

• Optimal deletion-only DPSS with float weights implies a 𝑂(𝑁)-expected-time 

algorithm for sorting 𝑁 integers in the word RAM model with Ω(log 𝑁) bit 

length. The latter remains an open problem. 

Other Results

Deal with non-multiples of 𝟏/𝒎
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➢  Accept the event with ҧ𝑝 𝑥𝑖 /𝑝(𝑥𝑖)

Each group contain 
log 𝑛 buckets.

Insignificant Groups: 
items have sampling probability < 1

n2

Certain Groups: 
items have sampling probability ≥ 1

Significant Groups
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